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Birth of ideas and on the remarkable person and research 
scientist Anatoly Terekhin: mathematics, reality and the 
confrontation of rigor and complexity for combining 
probabilities 

Thierry De Meeûs and Jean-François Guégan 

Foreword 

Our work with Professor Anatoli Terekhin, even if one of us (JFG) got sorne collaborations 
with him earlier at the end of the 90's when they met during an international conference held 
in France, really began with our GEMI research group while he was staying in Montpellier 
during years 1999-2000 and 2002-2003. The research project exposed hereafter took birth 
during friendly discussions we had. Anatoli was a very friendly colleague and extremely pa­
tient with us while explaining difficult mathematical issues or taking into account our objec­
tions. The discussions grew to such a point that it became obvious sorne work to be published 
should be undertaken. This was achieved in two steps, the la ter one having been finalized only 
several weeks before Anatoli's death. The first step was mainly assumed by Anatoli himself 
where he explored the problem with continuous data [Teriokhin et al., 2007]. The second step 
had to do with proportional data, that concern more population geneticists, and then the re­
lease of our Software MultiTest [De Meeûs et al., 2009]. 

Theproblem 

Combining probabilities of a series of tests obtained for the same null and alternative hy­
potheses (H

0 
and H

1
) is a very old and di ffi cult issue that is obscured by the diversity of situa­

tions involved, the multiplicity of terminology, the complexity of the problem and hidden H1' 

hypotheses. When combining probabilities, several H1' (that we will define below) can arise, 
which are different from H

1 
of each individual test. Many different researchers with very dif­

ferent approaches are lead to sometimes divergent opinions sim ply because they do not speak 
about exactly the same matter. So in this short chapter we will quickly recall the different is­
sues concerned with corn bining test results, how as biologists (TDM is a population geneticist 
and JFG is a community ecologist) we dealt with this matter when collaborating with Anatoli 
on that subject, and what new reality emerged from these considerations we had through 
the inspiring collaboration we had with him. 

Background 

It may happen that researchers have to take into account the results obtained from differ­
ent statistical tests of the same null hypothesis. It is then desirable to combine all tests into 
a single one in orcier to make the most accurate decision. This is typically the case when 
one wants to combine the results from different published articles and obtain a global P-value 
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over all the tests for global decision making or, in population genetics studies, when the sta­
tistical results from different kinds of samples must be combined. This is an old story, and the 
international scientific literature is full of this kind of statistical tests for combining indepen­
dent probabilities. For instance, it may be desirable to test for the effect of smoking during 
pregnancy on offspring body size at birth in different environments where size at birth is not 
expected to be the same, orto test for genetic differentiation between males and females from 
different independent samples, orto test for genetic differentiation between infected and non­
infected host individuals from different populations or between parasites collected from dif­
ferent host species sampled in sympatry in different locations. Let pl' p2, .. ·h be the k p­
values obtained. The more the number of such tests to be combined is rising the more often 
a significant P-value has a chance to arise even un der H

0
. From the opposite perspective, if in 

the k tests series, none of the individual P-values is above 0.5 but none of it is equal or inferior 
to 0.05, such a distribution is not expected under HO' even if no individual test is significant 
at a= 0.05. Under H0 the k tests are expected to follow a uniform distribution with mean 0.5 
and limits [0, 1]. For instance the ( completely artificial) series 0.499, 0.499, 0.499, 0.499, 0.499, 
0.499 of independent P-values would output a global rejection of H

0 
with P-value :::: 0.016 

(computed with MultiTest Vl.2 available at http://gemi.mpl.ird.fr/SiteSGASS/SiteTDM/Pro­
grams; see also http://www.biomedcentral.com/1471-2105/10/443). This is far from intuitive 
for everybody soit is worthy of note here. From there different situations may arise depend­
ing on the independence or not of the different tests in the series, and depending on how H1' 

is defined by the analyser or whether or not a global procedure actually exists. 

The different available procedures before our work with Anatoli 

The oldest method, but apparently not the most often used to our knowledge, was first intro­
duced by Wilkinson [Wilkinson, 1951] and first applied (still to our knowledge) to popula­
tion genetics data by Prugnolle and his collaborators [Prugnolle et al., 2002]. At a given type 
I error rate a of say 0.05, if k tests are undertaken under H 0, it is expected that there are about 
5% of P-values that should be equal or inferior to 0.05 (by definition) . Then an exact binomial 
test with 0.05 expectation, k0.05 success, the number of observed P-values not grea ter than 0.05 
in k trials, should provide the exact probability that a number as great or grea ter of significant 
P-values can be observed under the null hypothesis (hence the P-value for the k tests series). 

A second test is Fisher's procedure (Fisher, 1970; Manly, 1985], which is simply obtained 
by a Chi-square test with 2xk degrees of freedom on the quantity: 

(l) 

Fisher's method is very popular, in particular in population genetics, for combining inde­
pendent tests and is the preferred procedure in the most popular Genepop software [Raymond 
and Rousset, 1995; Rousset, 2008] . Fischer's method has also occasionally been used by com­
munity ecologists (Hugueny and Guégan, 1997). 

Bonferroni and its sequential derivatives [Holm, 1979; Rice, 1989; Benjamini and Ho­
chberg, 2000] was initially obtained by dividing the smallest P-value by k and the second 
smallest by k- 1 and so on. Multiplying the smallest of the k P-values by k, the second by k - 1 
and so on is equivalent. In that case, and for convenience, the P-value is set to 1 if this product 
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gives a value above this limit. Bonferroni correction is also widely used in population genet­
ics analyses and is for instance routinely proposed for multiple paired tests in Fstat software 
[Goudet, 2001] updated from [Goudet, 1995]. 

The SGM procedure was proposed by Goudet [1999]. It uses the geometrie mean of P-val­
ues as a statistic and a randomization procedure to test for symmetry around 0.5 (hence 
the acronym SGM, Symmetry around the Geometrie Mean). It was mostly designed for meta­
analyses of published data. lt indeed gives rouch more weight to high P-values ( e.g. above 0.9 ), 
which are indeed expected to be rare in such literature due to publication bias [De Meeûs 
et al., 2009]. 

In 2005 Whitlock proposed Stouffer's Z-transformed test [Whitlock, 2005]. Each P-value 
P; is transformed into its standard normal deviate Z;, which, for instance, can be obtained 
by the normal inverse function of Excel~. 

Z; is used for the computation of the statistic Z
5 

[Whitlock, 2005]: 

(2) 

Z
5 

is then compared to the normal standard distribution (e .g. NORMSDIST(Z
5
;0;1) 

in Excel). To our knowledge this procedure has hardly ever been used. 
The work we undertook with Anatoli was a generalisation of the Wilkinson's binomial 

simple principle [Teriokhin et al., 2007]. 

The generalized binomial or Terekhin's test 

The general princip le of the generalized binomial test is that under H0 a uniform distribution 
of P-values, centred on 0.5 and limited by 0 and 1, is expected. In other words, any of P-values 
between 0 and 1 has an equal chance to appear in the series under H

0
. Thus, even in the 

absence of any significant P-value in the series (say at a= 0.05), if the distribution is biased 
ta values below 0.5, this might reflect a significant signal across the whole series of P-values. 
The generalized binomial test looks after, at a given level of significance a, the probability 
to obtain as many individual p;'s, inferior or equal to a chosen threshold a' in the series. 
Any a priori chosen threshold P-value < 0.5 can theoretically work but Anatoli's simulations 
suggested that Pk12 , where Pk12 is the (k/2)th P-value of the series ranked in increasing order, 
provides the best results in most situations. 

These different procedures briefly exposed below are not equivalent, not only on the re­
sults provided out of the same series of P-values, but also in terms of what H1' re ally is. We cali 
here H1' the alternative hypothesis over the k tests series, which is not necessarily the same 
as H1 of each individual test. Consequently, each procedure does not apply to all situations 
that can be met. This is not trivial as illustrated by the difficulties we had to make ourselves 
clear to the different referees for the two subsequent articles we published [Teriokhin et al., 
2007; De Meeûs et al., 2009], and which was for our benefit as it forced us to make it clear 
for ourselves as well. 



Birth of ideas and on the remarkable person and research scientist 521 

The k tests are independent 

In that case severa! H1' are possible. 
The first possible H1' is H1' 1: what tests are significant at the chosen level, taking into ac­

count the inflated risk of falscly rejecting Ha? Here the on! y available procedures are tho se 
that lower the leve! of significance to an «acceptable» value like the sequential Bonferroni. 
Nevertheless, users should be aware that these procedures all are extremely conservative. 
Hence, users may be encouraged to prudence while accepting Ha. 

The second possible question is H 1' 2: is there at !east one significant test in the series? 
Though this can be handled by Bonferroni-like procedures, Fisher's procedure is exactly test­
ing for that and is much more powerful than Bonferroni in that situation. 

The third possibility arises when H1' is H
1
' 

3
: is the k-test series significant as a whole, 

this is where Stouffer's Z and the generalized binomial may apply. In that case, if the series 
is very short ( two to three tests only) it is wiser using Stouffer's Z. Otherwise both statistical 
procedures are equivalent in power though the generalised binomial represents a more direct 
assessment of the significance of the series and has our (not totally fair) preference. Never­
theless, it is extremely important to mention that in this third situation, if an exact global 
test running directly from the data exists, this global test must be preferred [De Meeûs et al., 
2009]. Another very important advantage of the generalized binomial is that it can be used 
even if the exact values of P-values are not known with certainty (which is often the case 
for published data). No other procedure shares this property. 

The k tests are not independent 

This is typically the case of post-hoc tests for paired data, like after an ANOVA-like test that 
outputs a significant result, one wants to know which treatments are different from the others. 
This is also typically met in population genetics for linkage disequilibrium ( LD) tests between 
paired loci or differentiation tests between pairs of subsamples. In such situations a supple­
mentary problem arises because, when Ha is false, the different P-values are correlated, even 
if the signal is small. For instance, if we test LD between pairs for six loci ( e.g. Ll, L2, L3, L4, 
LS and L6) there will be 15 possible tests. IfLl and L2 are significantly linked, and ifL2 is sig­
nificantly linked to L6, th en Ll will have an increased chance of being significantly linked 
to L6 as well. For this reason, Fisher's and Stouffer's procedures cannot be used here. For H

1
' 

1 
and H 1' 2 only Bonferroni and its sequential extensions can be used. For H 1' 3, the classical bl­
nomiaCcan be used (much more powerful than Bonferroni), i.e. compute the exact binomial 
unilateral probability at leve! a with k trials and ka success (number of P-values::; a). 

Conclusion 

All these advances and subtleties were unknown to us and probably to much of the com­
munity of population biologists (at !east for those that were not weil trained in biostatistics 
and biomathematics, which is a large part of them) before we undertook these works under 
the leadership of Anatoli. 
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Our works with Anatoli have changed our vision on that matter, and it will probably 
contribute to change the habit of other population biologists in a near future. Perseverance, 
the quality of continuing with something even though it is difficult, which for sure was one 
of the intellectual quality of Anatoli, and capacity to influence your own field of research 
and to disseminate through other fields of expertises definitely are the hallmarks of great 
personalities to who rn Anatoli belonged to. The fa ct that he left us with the charge to promo te 
(t) his work- he worked with us, and co-authored the writing of the 2009' paper only sev­
era! weeks before dying - is a legacy we are extremely proud to humbly take care of. But this 
is when we will need his kind advices to improve ourselves that we will really miss him. 
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